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A Rotational Approach to Localized SPAMM 1–1 Tagging
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Magnetic resonance tagging usually relies on controlling the
phase dispersion of the transverse magnetization component. Phase
dispersion is, however, affected by the inherent phase of selective
excitation pulses, thus limiting their combination with tagging se-
quences to the application of refocusable pulses, as in the local-
ized spatial modulation of magnetization (L-SPAMM) technique. In
this study, we examine the effect of selective excitation pulses on a
L-SPAMM 1–1 sequence, showing that in the case of two identical
pulses the phase component is canceled out, and thus preemphasis
and refocus gradients are not needed, allowing us to take advan-
tage of a constant gradient throughout the tagging sequence, and
also that one might choose nonrefocusable maximum and minimum
phase pulses. C© 2002 Elsevier Science (USA)
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INTRODUCTION
Noninvasive measurement of tissue motion has always been
a challenge in the field of medical imaging. Traditionally, mo-
tion is measured as the displacement of a well-defined reference
point, such as a marker, over time.

Magnetic resonance tagging is a noninvasive technique for
creating such “markers.” Measurement of motion is based on
the fact that magnetic populations move together with the tis-
sue they belong to. Thus, by locally destroying the longitudinal
magnetization component by means of a selective pulse or pulse
sequence, one creates a spot that will give no signal in a subse-
quent imaging sequence. The time between the tagging process
and the acquisition of the image data allows for the motion to
evolve and deform the tagging pattern (1).

In the case of the SPAMM (spatial modulation of magne-
tization) sequences (2, 3), the modulation of the longitudinal
magnetization component is achieved by means of a train of
alternating nonselective radiofrequency and gradient pulses. In
this scheme, the radiofrequency pulses regulate the total mag-
netization flip angle according to the phase of the transver-
sal component introduced by the gradient pulses. The absence
of gradient during the application of the radiofrequency pulse
results in the latter being represented as a discrete Dirac function
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in tagging k-space (4). Discreteness results in periodicity in the
image space, and thus a uniform grid covering the whole image
plane modulates the final image.

However, this is not always desirable, since anatomies are
rarely uniform, and in many cases motion is restricted only to
specific parts of an image. In order to suit better the needs of
nonuniform anatomies, tagging sequences that produce grids
with variable separation have recently been proposed (4, 5).
Since the main tagging pattern is no longer formed by a periodic
distribution of Mz , they rely on selective excitation techniques,
and result in longer pulse trains.

Chandra and Yang (6) presented a simpler approach, aimed
at restricting the tagging grid only to a region of interest, thus
preserving the anatomical information outside of it. In their ap-
proach, the well-known SPAMM and DANTE (7) tagging se-
quences were combined with linear phase selective excitation
pulses, whose spectral content defined the region of the image
where the tagging grid was to be applied.

The current study elaborates further on the combined appli-
cation of the SPAMM 1–1 sequence with selective excitation
pulses. Its main purpose is to determine the effect of the selective
excitation pulse, in terms both of its magnitude—frequency
selectivity—and of its phase. Furthermore, it presents a design
process based on the analytical results derived from the
preceding analysis.

MATHEMATICAL ANALYSIS

Magnetization movement due to a gradient or a radiofre-
quency pulse may be described as a rotation in the three-
dimensional space (8–10). By defining Mxy = Mx + i My the
resulting magnetization can be calculated as
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where the (−) and (+) superscripts denote the magnetization
before and after the rotation respectively, and α and β are the
Cayley–Klein parameters of the rotation.
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It is known (8–10) that the Cayley–Klein parameters for a
selective excitation pulse may be numerically calculated in the
form of two polynomials A and B of order N, that relate to the
them as

α = zN/2 A(z−1) [2]

β = zN/2 B(z−1) [3]

z = exp(iγ Gx�t). [4]

γ denotes the gyromagnetic ratio, G the gradient’s amplitude, x
the population’s position along the gradient’s axis, and �t the
analysis’ time step. z represents the rotation during each time
step due to the presence of the gradient.

SPAMM 1–1 tagging is achieved by two identical radiofre-
quency pulses with a gradient pulse between them. The second
pulse transfers the phase induced to the transverse magnetization
by the gradient pulse to the longitudinal component, resulting in
a sinusoidal modulation of Mz . In the imaging process, this mod-
ulation is depicted as brightness variations in the final image.

Use of selective pulses limits the grid to the regions affected
by the pulses, since areas where β = 0 remain unaffected. In
the affected regions, the magnetization evolves to

M (1)
xy = 2 ĀB M0 [5]

M (1)
z = (AĀ − B B̄)M0 [6]

after the first rf pulse,

M (1)+
xy = 2 ĀB exp(−iγ GxT )M0 [7]

after the application of the gradient pulse (T being the duration
of the gradient pulse and G its amplitude), and finally

M (2)
z = −ᾱβ̄M (1)+

xy − αβM (1)+
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= −2Re
[
ᾱβ̄M (1)+
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] + (|A|2 − |B|2)M (1)
z

= −4 |A|2 |B|2 M0 Re[exp(−iγ GxT − 2i arg(A))z−N ]

+ (|A|2 − |B|2)2 M0

= −4 |A|2 |B|2 M0 cos[γ Gx (N�t + T ) + 2 arg (A)]

+ (|A|2 − |B|2)2 M0. [8]

In the habitual case of π/2 tagging, the tagging sequence
consists of two π/4 pulses. These are designed by choosing |B|
to have a target value of sin(π/8) in its passbands, which define
the regions where the grid is active, and zero in the stopbands.
Filter A is chosen as the minimum phase filter that satisfies the
constrain |A|2 + |B|2 = 1. By substituting the target values for
|B| given above, |A| will vary from 0.924 in the passbands to 1

in the stopbands. Due to the choice of A as a minimum phase
filter, its phase will form a Hilbert transform pair with ln |A|. The
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logarithm function, due to the large mean value of the modulus
as compared to its variation, suppresses the range of values for
arg(A), that will, due to the nature of the Hilbert transform, be
close to zero in the flat regions of A. Actual values depend on
the regions and the flip angle chosen. The phase of A will gain
its maximal values in the transition regions of the filter, that,
however, correspond to “don’t care” regions. Thus, dependence
on the 2 arg(A) factor, that can lead to grid line displacement and
deformation, is minimal in the regions where we are interested in
producing a tagging pattern. In fact, its values can be considered
to be negligible when compared to the first term of the cosine in
Eq. [8].

The above analysis shows that the actual pulse phase, de-
scribed in usual selective pulse design by filter B does not affect
the tagging process as long as the two applied pulses are of
equal shape. Thus, one may choose nonrefocusable pulses, like
minimum or maximum phase ones, that relatively ease design
constraints. Furthermore, no preemphasis or refocus gradient is
needed. In fact, the gradient may be kept constant throughout
the tagging sequence.

Substituting |A| = cos π/8 and |B| = sin π/8 for the regions
of interest and |A| = 1 and |B| = 0 for the regions we do not
want to be modulated, values that result in a π/4 pulse in the
modulated regions and a zero flip angle elsewhere, and assuming
constant gradient throughout the tagging sequence, we get (Tp
being the duration of each radiofrequency pulse):

M (2)
z

∼=
{

(−sin2(π/4) cos[γ Gx(T + Tp)] + cos2(π/4))M0 ROI

M0 outside.

[9]

Equation [9] shows that if the radiofrequency pulses are of suf-
ficient duration, one may not need the separate gradient pulse that
in our sequence is the time interval with only gradient application
between the radiofrequency pulses. Thus, by expanding the RF
pulses in order to cover the whole time interval needed to achieve
the desired spacing of the tagging grid, one may come up with a
tagging “sequence” consisting of a single radiofrequency pulse.

METHODS

The design process starts by determining the characteristics of
an original uniform grid, as in the usual SPAMM 1–1 sequence.
From Eq. [9] it follows that the tag separation is defined by
γ Gx(T + Tp) = 2π .

Having defined the original uniform grid, one needs to decide
which regions are to be kept in the final image. Thus, the next
step is to design filter B as a multiband finite impulse response
(FIR) filter with passbands in the regions one wants to preserve
the tagging lines and stopbands in the regions one wants to keep
intact. The filter may be designed by means of any FIR design
algorithm, as the Parks–McClellan algorithm (11).
The order of the filter B can be calculated from the duration of
the pulse and the distance among the selection axis its frequency
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response should cover. In general, the latter should be at least
equal to or larger than the corresponding image dimensions. This
is in order to avoid passbands near the π value of the filter’s
frequency axis: it is known that the hard pulse approximation is
based on the rotation during a �t period being small enough in
order to be modeled as two successive rotations, and values of
the order of π might lead to approximation errors. Furthermore,
many D/A converters use a zero-order hold approximation in
order to implement the radiofrequency envelope. This means
that the actual pulse exhibits constant amplitude for periods of
�t . Fourier transform of such a waveform indicates that this
may lead to a periodic repetition of the filter’s envelope.

The resulting tagging grid profile is calculated as the multipli-
cation of the “envelope” defined by the selective pulse’s profile
and the comb-like function that defines the original uniform tag-
ging grid. Thus, design constraints on filter B may be eased by
taking advantage of the space between the lines of the original
grid in order to make larger don’t care regions.

The filter B is then used as input to the Shinnar–Le Roux
algorithm (8–10) in order to design a maximum phase pulse.
This is preferred since maximum phase pulses are faster than
the equivalent linear phase ones, rephasing is not needed
and the maximum phase is transferred in the form of dispersion to
the transverse magnetization component at the end of the tagging
sequence, thus enhancing the effect of the final spoiler pulse.

RESULTS

As an example, we will demonstrate an L-SPAMM sequence
with a multiband pattern.

The pattern is based on an original uniform grid of 33 lines,
from which we want to preserve the lines 8, 9, 13, 14, 15, 19,
20, 21, 25, and 26, while keeping the rest of the image intact.

By setting the duration of the gradient pulse between the ra-
diofrequency pulses equal to zero, the number of points we need
for the filter equals the number of the tagging lines minus 1, thus
32. Thus, a 62nd order linear phase filter is designed, that is sub-
sequently transformed into a 31st order minimum phase one
(12). For the filter specifications, since the regions we want to
preserve are symmetric around the central point (tagging line
17), we need a multiband filter with two passbands, one cov-
ering the lines 19–21 and the second covering the lines 25–26.
The intervals between the tagging lines 18–19, 21–22, 24–25,
and 26–27 may be used as don’t care regions. In order to keep
the ripple in the filter’s stopbands low, one may choose a greater
weight for it: in our example, we used a weight relationship 2 : 1
between stopbands and passbands.

After obtaining a suitable minimum phase filter, a correspond-
ing maximum phase pulse with a π/4 flip angle is designed by
means of the Shinnar–Le Roux algorithm. The tagging sequence
consists of two subsequent applications of the resulting pulse,
while holding the gradient constant throughout the sequence. Ex-

citation shape is shown in Fig. 1. The resulting tagging pulse’s
duration was 2.24 ms. In order to calculate tagging sequence
D SERGIADIS

FIG. 1. Excitation pulse shape.

duration, one should add the gradient’s rise and fall time, yield-
ing in our system a total time of 3.57 ms, which is however
dependent both on system characteristics and on the gradient
amplitude used. The final spoiler pulse in the slice selection gra-
dient direction is implemented by the rise area of the selection
gradient, and thus is not taken into account when calculating
sequence duration.

The resulting longitudinal magnetization as obtained from nu-
merical simulation on 2048 discrete magnetization populations
is shown, together with the (1 − |B|2) envelope in Fig. 2. This
compares to an experimental profile of an oil phantom shown
in Fig. 3. The low values at both sides of the profile are due to
the shape of the phantom and indicate noise level. Deviations
from the expected profile are due to field inhomogenity, errors
FIG. 2. Simulation results showing predicted envelope (dashed line) and
tagging lines (solid line).
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FIG. 3. Experimental tagging profile produced using the pulse of Fig. 1.

in the estimation of the actual flip angle, and integration of the
magnetization component through the voxel volume.

The actual image of the oil phantom can be seen in Fig. 4.
In the image we see that tagging line quality and contrast are
comparable to that of the conventional SPAMM 1–1 method.

Figure 5 shows the results of a similar sequence, preserving
tagging lines 2, 3, 6, 7, 8, 14, 15, 16, 19, and 20 out of a 21-line
pattern. In the image, one can clearly distinguish a fading of
the tagging lines on the sides of the image and the beginning of
a second repetition of the grid, both due to the zero-order hold
approximation utilized by the D/A converters in order to produce
the pulse’s envelope. Both grid degradation and the repetition
can be avoided using a smaller time step, which in turn would
introduce a larger original pattern and a higher order filter for
pulse description.
FIG. 4. Actual image of an oil phantom (image taken on a 0.12 T magnet).
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FIG. 5. Image of an oil phantom, with the frequency axis of the filter B
accounting for less than the image width. One can note the beginning of a
second repetition of the tagging grid at the right side of the phantom and the
fading of the tagging lines on the sides of the image, artifacts produced by the
zero-order hold approximation used for producing the rf pulse.

DISCUSSION

Localized SPAMM offers an alternative to the usual SPAMM
technique, suitable for applications where the motion to be stud-
ied is limited to specific areas of the image. In such cases, one
can restrict the tagging grid only to the area of the motion, and
keep the rest of the image intact, in order to preserve anatomical
information.

We have presented a mathematical analysis of the L-SPAMM
1–1 sequence, based on rotation operators, that not only allows
estimation of the envelope imposed on the tagging grid, but also
gives insight on what happens to the phase distribution as it is
affected both by the gradient and by the selective pulses. The
result of the analysis was that, provided the two pulses are of the
same shape, their effects on the phase distribution cancel out.

This has two distinct effects on the pulse sequence. First, no
preemphasis or refocus gradient is needed before or after the ra-
diofrequency pulse, and thus we can have a SPAMM sequence
without the gradient pulses proposed in [6]. In fact, the gradient
amplitude can be kept constant throughout the tagging sequence.
Second, since the sequence is no longer based on the pulse being
refocusable, one may choose nonrefocusable pulses like mini-
mum and maximum phase ones. This eases constraints on filter
design and allows faster sequences.

Implementation cost lies in software and user interaction.
Software is based on fast and robust algorithms, like the Parks–
McClellan FIR filter design algorithm and the Shinnar–Le Roux
pulse design algorithm. User interaction is used in order to spec-
ify the tagging areas.
The technique is readily expandable to two dimensions, by
employing the tagging sequence twice, once for each of the axes



N

1

1

12. N. Damera-Venkata, S. R. McCaslin, and B. L. Evans, Design of optimal
222 IKONOMIDOU A

of interest. The regions selected during tagging in each axis are
independent from each other, and thus complex patterns can also
be formed.
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